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Contexte  
 Vieillissement  Aides techniques pour soutenir l’autonomie 

des PA 

 Robots et agents virtuels  diversité d’applications + 
composante sociale +++ 

 Nombre croissant de projets dans le domaine de la santé et de 
l’autonomie 
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they were conceived. We developed all the required software

components, sounds and robot movements, and proposed new

tools to be used and evaluated.

Fig. 13. Real session with dementia patients using a humanoid robot

Weperformed cognitive therapy and physiotherapy sessions,

2 days/week during one month with a humanoid robot in

a group of 13 patients (Figure 13). Evaluation at baseline

and follow-up was carried out with scales to detect apathy,

quality of life and dementia severity. Most of the patients had

moderate-severe dementia (Figure 14), mean age 83.2 years

(range: 74-91) and 92% were women.

Fig. 14. Global Deterioration Scale of the group involved the experiments

Each session took between 30 and 45 minutes, and was

recorded by two cameras. We designed four types of ses-

sions: language, music therapy, storytelling and physiotherapy.

Cognitive therapy included music therapy, playing activities

and language sessions. In the language sessions the robot

asked about numbers, days of the week and set riddles and

questions aimed at cognitive activation. In the music therapy

sessions the robot combined basic questions related to popular

songs. Physiotherapy sessions (Figure 15) consisted of a set of

exercises that the robot explained and performed: movements

of arms, head, torso and walking exercises. In storytelling

sessions the robot told a story, moving itself and turning its

lights on at the same time, there was no direct interaction with

patients.

The sessions for patients with severe dementia cannot be

structured as those for people with moderate dementia because

they are unable to maintain attention long enough to be

Fig. 15. Robot movements in physiotherapy session

effective. For them we designed a set of activities to be carried

out by the robot: walking towards a patient, looking at her

face, making sounds of animals, etc. - these actions seemed

to improve their apathy. Some of these activities (walking

towards a patient and looking at her face) were also applied

during the sessions with the rest of the group, also improving

their responses. To carry out these activities, we extended

the software and robotic tools to be easily managed by the

therapists. The Wiimote extension of the session monitor and

the tablet-based session monitor has been developed after

observing in the experiments the autonomy needs of the

therapists.

B. Preliminary medical results

Some preliminary medical results have been presented in

medical forums and are better explained in [15]. All scales

showed a trend to improvement in neuropsychiatric symptoms,

apathy and quality of life, although Wilcoxon test showed no

significant statistical differences between baseline and follow-

up. Patients accepted well the robot and participate as actively

in therapy sessions with robot as in the regular sessions.

This pilot study showed that a clinical study using robots

for cognitive therapy in dementia institutionalized patients is

possible. Currently we are using robots as a new tool for

dementia therapists in a pilot clinical assay to discover the

effect of this new non pharmacological treatment compared to

habitual treatment. We involve more than a hundred patients,

use a control group to compare and the evaluators are blind

to the therapy.

VI. CONCLUSIONS

In this paper we have presented a cutting edge application

of humanoid robots in the therapy of dementia patients.

We have developed several software pieces to support this

application. First, our BICA software architecture integrates

all robot perceptive and actuation capabilities. Second, a soft-

ware module helps to visually generate session scripts. These

session scripts are simple descriptions of robot behaviour

sequences during the therapeutic sessions. They involve music

Aldebaran (FR)  
2006 

Martin et al., (2013) 
N= 13, 8 séances 

Symptômes psycho-comport., QdV 

Nao 



NEC corporation (JP) 
2001 

PaPeRo  
Partner-type-Personal-Robot  

Khosla et al, (2014) 

N= 23 démence 
 ++ engagement, acceptabilité, estime de soi, 

personalisation de soins, coach santé 



Japan AIST (2003) 

PaRo  
comPAnion RObot 

Mordoch et al, (2013) 

N= 10 études 
affect , interactions sociales , réactions de stress 

(cortisol), anxiété, dépression  



Agents virtuels (AV) ou 
Agents Conversationnels 
Expressifs 

Site : Ecole Supérieure de la Banque Site : Assurance Maladie 



6 R. Yaghoubzadeh, M. Kramer, K . Pit sch, S. Kopp

touch screen) and standard speakers, and a direct ional microphone for auto-

mat ic speech recognit ion on the input side. One funct ion of the daily assistant

will be to assist in organizing and following a day schedule, which is presented

graphically next to the agent . Fig. 1 (left ) shows the current version of the sys-

tem, also used in Study 2.

The virtual agent acts as an assistant in managing appointments on the

calendar. The current prototype uses an agent (Fig. 1, left ) driven by the ACE

architecture [7] for conversat ional agents, and current ly being ported to the

ASAP realizer system opt imized for incremental dialogue [15]. NLU is realized by

spot t ing keywords and simple grammat ical st ructures (such as direct declarat ion

of new appointments, quest ions about the schedule) in free-form speech data

as acquired from n-gram dictat ion-style recognizers, delivered by a Windows

Speech Recognit ion or a Nuance Dragon NaturallySpeaking backend. The NLU

module iscapableof providing incremental results from theparser to thedialogue

manager, which is an independent implementat ion following the basic tenets of

the Info-Stateapproach [13]. Thecurrent version of thesystem iscapableof going

over the weekly schedule with the user in an interrupt ible fashion and insert ing

or removing appointments as the user inst ructs. Schedule data in discussion are

provided by the system in a mult imodal fashion, using iconic visualizat ion and

highlight ing on the calendar board, speech synthesis, gaze, head movements, as

well as point ing and deict ic gestures by the agent . For laboratory setups, an eye

tracker component t racks the subject ’s visual focus to ascertain their capacity to

follow the dialogue, in part icular whether and where they look at the schedule,

and when they turn back to adress the agent .

F ig. 1. L eft : Daily assistant “ Billie” present ing the user’s appointments; R ight : ap-

pointment cue cards used in the study.

In the present study, we did not use the autonomous prototype system but a

Wizard-of-Oz version in order to cancel out errors from accidental misinterpre-

tat ion and circumvent the need to t rain speech recognizers for each part icipant

K. YASUDA, M. FUKETA, J. AOE. An anime agent system for reminiscence therapy. Geron-
technology 2014; 13(2):xxx; doi:10.4017/gt.2014.13.02.xxx.xx  Purpose  A virtual agent system 
was developed to serve as a conversation partner for individuals with dementia

1,2
. The com-

puter screens showed an animated face resembling “a  five-year-old  grandchild.”  The agent 
could ask any of 120 reminiscent pre-set questions

1,2,3
, automatically detect the end of an indi-

vidual’s reply, and follow with a new question
4
.  Methods  Experiment 1 included eight individ-

uals with Alzheimer’s disease. Their average age was 78.5 years, and the mean Mini-Mental 
State Examination (MMSE) score was 22.2. A subset of 15 questions was selected. For the 
same 15 questions, each participant replied to the agent (agent condition 1) and to a human 
partner (58 year old, human condition 1). In Experiment 2, we observed a multi-party conver-
sation between the agent and two participants with dementia or mild cognitive impairment. 
Their average age was 75.9 years and the mean MMSE score was 24. Five participant pairs 
conversed with this agent (agent condition 2), or without the agent (human condition 2). We 
evaluated the influence of the agent on their conversation using original psychological five-
scale ratings.  Results & Discussion  For Experiment 1, we calculated the number of sylla-

bles included in each participant’s reply for the two conditions. All the participants uttered 
5,494 (74%) syllables in the agent condition 1 compared with 7,406 (100%) syllables in the 
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Figure 1. The virtual anime agent  Figure 2. The number of syllables included in the partici-
pants’  replies  in the experiment 1. All the participants 
uttered 5,494 (74%) syllables in the agent condition 1 
compared with 7,406 (100%) syllables in the human 
condition 1. 
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ABSTRACT 

With the goal of developing a conversational humanoid that can 

serve as a companion for people with dementia, we propose an 

autonomous virtual agent that can generate backchannel feedback, 

such as head nods and verbal acknowledgement, on the basis of 

acoustic information in the user’s speech. The system is also 

capable of speech recognition and language understanding 

functionalities, which are potentially useful for evaluating the 

cognitive status of elderly people on a daily basis. 

Categories and Subject Descriptors 

H.1.2 [Models and Principles]: User/Machine Systems – Human 

factors. H.5.2 [Information Interfaces and Presentation]: User 

Interfaces – Evaluation/methodology, User-Centered Design. 

General Terms 

Design, Human Factors 

Keywords 

Dementia, Conversational feedback. 

1. INTRODUCTION 
The number of people with dementia is increasing, and most of 

them are aged. It is difficult to find a sufficient number of 

caregivers for such patients. Besides providing physical assistance 

to those with physical impairments, it is important for assistive 

robots to provide communication functions [1]. Pollak [2] 

proposed three assistive functions for elderly people with 

cognitive impairment:  

- Ensuring that the elder is safe and that he/she performs the 

necessary daily activities, and, if not, alerting a caregiver. 

- Helping the elder to compensate for his/her impairment by 

assisting in the performance of daily activities. 

- Assessing the elder’s cognitive status. 

In particular, we believe that a conversational humanoid can 

perform the third function stated above. The assessment should be 

natural, and it should not be unduly stressful for elderly people. If 

the agent system can assess the patient’s cognitive status through 

conversations, that will be a more natural way of measuring the 

cognitive status of the patient. Moreover, interpersonal 

communication is one of the most preferable daily activities for 

elderly people. To accomplish this objective, we present a 

prototype of a listener agent, and a conversation log system that 

collects data for assessment.  

2. LISTENER AGENT 
An agent can effectively serve as a listener for people with 

Dementia if it is accepted as a companion by the patients. 

Previous studies on the acceptance of a robotic agent by elderly 

people reported that it is important for the agent to display social 

signals, such as smiling and head nods [3]; this enables the agent 

to gain the patient’s trust and enhances intimacy [4]. Thus, 

initially, we implemented a simple virtual humanoid that only 

returns head nods and acknowledgement as conversational 

feedback.  

2.1 System overview 
Figure 1 (a) shows a snapshot of the proposed listener agent, and 

Figure 1 (b) shows the system architecture. To elicit responses 

from the user, the agent presented the user with a set of questions, 

one by one. We prepared the questions on the basis of those 

typically asked by doctors or nurses, such as inquiries regarding 

the patient’s physical condition and meals, and more general 

topics, such as the patient’s childhood memories and his/her 

locality. 

Input Control Module: The speech recognition module detects the 

user’s speech if the microphone input power exceeds a certain 

threshold. The threshold is adjusted according to the user. Then, 

the pitch acquisition module calculates the pitch information for a 

 

(a) Snapshot of the agent 
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(b) System architecture 

Figure 1. Agent snapshot and system architecture 
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Pourquoi l’outil « Agent Virtuel » ? 

 Littérature existante :  
• Résultats positifs  flexibilité , personnalisation  
 Efficace pour attirer l’attention de l’utilisateur, 

 Facilite la compréhension  

 AV acceptables et perçus comme « fiables », s'ils  
évoquent un affect positif (intérêt, enthousiasme, 
fierté…) 

•  Quelques points à approfondir :  
 Echantillons plus importants 

Critères d’évaluation  

 L’usage le plus pertinent pour ces outils 

 Facteurs qui affectent la qualité de l’interaction 

 Acceptabilité à long-terme 



Piste de recherche : 3 domaines  

1. Outils du “Traitement du Signal Social” 

2. Concepts et outils de la psychologie de 
l’engagement  

3. Techniques de communication verbale et non 
verbale pour des patients ayant une démence 

 

 Activités à médiation robotique ou AV adaptées 
aux PA atteintes des troubles cognitifs 



« Traitement du Signal Social » 
Comment ça marche ? 

Wargnier (2014)  



Engagement 
Modèle tridimensionnel de l’engagement (Dubé et al. 1997) 

“Interaction dynamique des forces affectives, comportementales 
et cognitives, qui font qu’une personne initie, puis maintient une 
ligne d’action ou de pensée envers un objet ” 

• Affectif : valeur ou intérêt accordés à l’objet d’engagement ainsi que 
l’attachement ressenti envers lui  déclenchement 

• Comportemental : manifestations observables d’investissement à 
l’égard de l’objet d’engagement  poursuite  

• Cognitif : évaluation des coûts/bénéfices  mise à l’épreuve et 
engagement dans le temps 

 Menorah Park Engagement Scale (Judge, 2000) 

Mesure Observationnelle de l’Engagement de la démence (Cohen 
Mansfield et al. 2009, 2010) 



Démo :  
Un avatar en 
action 



Pistes de développement  

 Voix, prononciation, énoncés. 

 Reconaissance vocale. 

 Attention -> engagement. 

 Language non-verbal. 

 Etat émotionnel. 

 Personalisation. 



Conclusion 

• Retenir : 

• Agents conversationnels et robots sont proches. 

• Quelle solution pour quel usage ? 

• Continuum réel-virtuel : 

• Pas d’obligation à être tout virtuel ou tout robot. 

• Importance de la collaboration 
interdisciplinaire pour la configuration de ces 
assistants virtuels 
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